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Extended abstract

The importance of eye movement to biological vi-

sual systems is obvious. In contrast, controlled

camera movement have played a small role in

computer vision research, but are becoming in-

creasingly recognized as important capabilities in

robotic visual perception [1, 2, 8, 6, 7].

For sure, active vision signals a decisive shift

from data driven to task driven applications. In-

stead of building a whole set of representations from

passive images before making decisions, an active

sensor, with a particular goal in mind, can select

useful information and simply discard the irrele-

vant parts of the scene, changing the very nature

of both the goals and means of computer vision:

\Participation changes what the vision

system is capable of perceiving and

changes the nature of the requirements

on what needs to be perceived." Brooks,

1992 [3].

This paradigm is clearly demonstrated, for exam-

ple, in the work on gaze �xation for the Rochester

Robot [4]. In their experiment, they show how dy-

namic vergence1 control can maintain the observed

object within a narrow range of disparity, enabling

segmentation with a simple disparity �ltering algo-

rithm. As a result, tracking can be achieved with-

out requiring any model of the target shape, color

or texture.

1Vergence is the symmetric rotations of the eye about

vertical axes that adapts to depth changes of the target dur-

ing �xation.

Movements of the camera can also bring substan-

tial advantages over passive sensing devices. To

name just a few examples, active vision can:

� provide the robot with a full panoramic

range of view. Contrary to �xed sensors

where the �eld of view is restricted by the

speci�cations of the lens, a moving camera can

greatly extend the sensing area of the robot

and thus improve its global awareness of the

environment.

� enable foveal vision. A passive camera can-

not obtain a high resolution image of a large

scene without having to sustain an enormous

amount of information. An agile system may,

on the opposite, exhibit only a small area of

high resolution, yet be able to scrutinize any

details of a scene by shifting attention to the

regions of interest.

� facilitate stereo fusion. With vergence con-

trol, it is possible to observe any points of in-

terest in the scene with a limited range of dis-

parity. For the �eld of depth reconstruction,

this ability can drastically reduce the search

area for matching points in the pair of images

and thus improve the speed of correlation or

feature correspondence techniques.

� provide moving images of static scenes.

It is fairly obvious that a robot perceive more

when it is moving in a static environment than

when it is stationary. In this eventuality, the

sequences of acquired images usually present
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temporal and spatial consistencies that can be

used to derive useful representations of the ob-

served �eld. Controlled camera motions, for

example, have been successfully applied in the

�eld of structure from motion [5].

Technological opportunities have also con-

tributed signi�cantly to the recent advances in ac-

tive vision. With computer hardware becoming

faster and cheaper, scientists are now more than

ever capable of experimenting the link between per-

ception and action.

The paper will present several designs of active

robotics heads and their application for robotic ap-

plications. In the �rst section, we will introduce a

2 DOFs prototype mounted on mobile robot capa-

ble of following moving objects in real-time and in

cluttered environments. Using disparity informa-

tion, the system is capable of locating and actively

following other robots. On the basis of the visual

information alone, the robot is then able to cooper-

ate with other robots, removing obstacles on their

path when needed.

We will then present a more complex robotics

head called ESCHeR that exhibits mechanical and

optical properties similar to the human visual sys-

tem. Using visual cues such as motion and dis-

parity, ESCHeR can detect, acquire and follow

arbitrary targets as they move in cluttered sur-

roundings, without any apriori knowledge about

the object's shape, color, texture or trajectory. The

tracking holds for the observation of human ges-

tures such as motions of head and limbs as well.

The tracking behavior draws its robustness from

the space-variant properties of ESCHeR's lenses,

as well as from the interaction between image pro-

cessing and dynamic control of the eye movements.

We will also show how the basic visual skills

exhibited by ESCHeR can support the emergence

of more complex behaviors. As an example, we

present a hand-eye coordination experiment that

requires no visual model of the end-e�ector, only a

minimum knowledge about the head and arm kine-

matics and no calibration procedure at all. The

coordination is established by learning the motor-

motor mapping between head and arm joint spaces

while ESCHeR is tracking the end-e�ector of a

robotic manipulator.

To conclude, we will present the latest active

heads designed at the RSISE, nicknamed Hy-

DrA [9] (Hybrid Drive Active Vision Head) and

CeDAR [10] (Cable Drive Active Vision Robot).

HydrA is based on the combination of cable-drive

transmissions for the neck rotations and direct-

drive motors for the control of eye vergence. The

head has been used to validate a novel and com-

pact algorithm capable of controlling the motion

of both saccades and smooth pursuit with optimal

accelerations and velocities. CeDAR has been fully

designed on cable-drive transmissions to reduce the

load and inertia on its fast rotating axes while

completely eliminating backlash e�ects. CeDAR

exhibits rotational eye accelerations and velocities

superior to the performance of the human visual

system, while achieving position accuracy and re-

peatability of less than 0.01 degree.
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